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FREQUENCY OF OCCURRENCE OF PHONEMES
IN CONVERSATIONAL ENGLISH

M. ARDUSSI MINES, BARBARA F. HANSON and JUNE E. SHOUP

Speech Communications Research Laboratory, Santa Barbara

The phoneme identification process of an automatic speech recognition system may be
aided through the use of statistics of phoneme occurrence in conversational English. These
statistics are also applicable to the fields of linguistics and speech, to teaching English as a
foreign language and to speech pathology. In this study a data base containing 103,887
phoneme occurrences taken from casual conversational American English was obtained
through interviews of sixteen adult males and ten adult females. The speech was transcribed
using a quasi-phonemic system, known as ARPAbet, plus selected phoneme alternates and
was analysed with computer assistance to obtain the rank order of phonemes according to
frequency of occurrence. Also, the radius of the confidence interval for the observed fre-

quency of occurrence was calculated at the 95% level for each phoneme. The top ten

phonemes (in order, / a, n, t, i, s, r, i, l, d, &epsiv; /) account for 47% of all the data. As expected,
the results of the present study correlate highly with those of one other major study of
natural speech. Comparisons show some interesting differences in detail, however, that

appear to be attributable to relatively minor variations in the experimental procedures.

I NTRODUCTION

One of the major tasks in most automatic speech recognition and speech understanding
research is the reliable identification of phonemes, or phonological units, which comprise
natural speech strings. During the past two decades a great deal of effort has been devoted
to developing and perfecting techniques for acoustic analysis and for automatic segmenta-
tion and labeling of phonological units. Although it has been suggested by many that the
phoneme identification process can be improved by calling upon the so-called &dquo;higher&dquo;
levels of linguistic knowledge such as syntax, semantics and pragmatics (Broad, 1972; Fry
and Denes, 1957; Hyde, 1968; Newell, et al., 1971; Peterson, 1961; Shoup, 1962), it is

also important to be able to characterize certain phonological aspects of speech, such as
the statistics of phoneme occurrence in natural continuous speech. It would then be

possible to predict the likelihoods of phoneme sequences, and to incorporate those

probabilities into a speech recognition system (Jelinek, 1976).
The purpose of this paper is to present some basic statistics on the rank order and fre-

quency of occurrence of phonemes in conversational American English. The statistics are
based on a large collection of natural speech data (comprising nearly 104,000 phoneme
occurrences) which was recorded, carefully transcribed, and analysed with computer
assistance. It is hoped that the information provided in this paper will be useful to speech-
understanding research and to the furthering of knowledge about continuous speech. It

could also be useful to teachers of English as a foreign language and to scientists studying
the relation of speech pathologies and certain neurological diseases, such as dysnomia,
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to phoneme frequency (Lansdell, Purnell and Laskowski, 1963).
A review of the literature on phoneme frequency of occurrence will be presented.

Then the data collection and transcription process for the present study will be described,
followed by an analysis of the rank order and frequency of occurrence of the phonemes.
Finally, the statistics based on our data will be compared with statistics from other works
based on continuous English speech.

REVIEW OF THE LITERATURE

There is one previous study of English phoneme frequencies which uses a data base
similar to that used in the present study, i.e., one composed exclusively of casual, con-
nected speech transcribed as actually pronounced (Carterette and Jones, 1974). Carterette
and Jones provide and compare separate phoneme-frequency statistics for four different
sets of data differentiated by school grade level and by age of the informants. The size of
each of their data sets is approximately 45,000 phoneme occurrences.
A number of other phoneme-frequency studies use data taken from other than casual

or conversational speech. One study (Hayden, 1950) uses data (65,122 phonemes)
perceptually transcribed from six lectures given to foreign students at the University of
California. It is likely that the word choice and pronunciation were affected by the fact
that the speech was delivered in a &dquo;lecture&dquo; style rather than &dquo;casual&dquo; style and was
addressed to an audience composed of non-native speakers of English.
A Statistical Linguistic Analysis of American Fnglish by Roberts (1965) uses a data

base of sentences designed to include words from a &dquo;word count&dquo; as spoken by a single
informant. An earlier work (Voelker, 1937) uses as data the perceptual transcriptions of
5,946 radio announcements. In both studies the style is not conversational and the

vocabulary might be expected to vary from that in casual conversational speech.
A study by French, Carter and Koenig (1930) is based on 500 telephone conversations.

The transcriptions were done, however, with the authors arbitrarily assigning pronunci-
ations which they thought to be typical of the speech of educated New Yorkers. Thus,
the data are not based on actual pronunciations of the original conversations. A feature
which makes the results of this study difficult to compare with the results of other

phoneme-frequency studies is the fact that articles (e.g., the, a), greetings, and profanities
were not included. Tobias (1959) subsequently retranscribed the word lists of French,
Carter and Koenig, using pronunciations based on Kenyon and Knott (1944), and pub-
lished the rank order and frequency of occurrence of phonemes based on his retranscrip-
tions.

There have also been studies of the frequency of phoneme occurrence based on per-
ceptual transcriptions of literary materials (poetry, prose and plays) which were read
aloud or recited. These include Whitney (1874), Carroll (1952) and Fowler (1957).
Each was based on the pronunciations of a single informant.

Other studies have been based on dictionary pronunciations of plays and phonetic
readers, cf. Denes (1963), Fry (1974) and Hultz6n, Allen and Miron (1964). A study by
Dewey (1923) is based on dictionary pronunciations of a variety of materials including
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correspondence, newspaper articles, and speeches. A work by Trnka (1935) was based on
data sampled from a British English dictionary.

It is interesting to note that in two other articles, which include correlations of rank
order of phonemes as given in several of the studies mentioned above, there was shown to
be high correlation among all the frequency counts based on connected speech, whether
the material represented dictionary pronunciations or actual pronunciations, and whether
its original form was spoken or written (Wang and Crawford, 1960; Gerber and Vertin,
1969). These authors found that only Trnka’s phoneme count failed to correlate with the
others, a fact which they attributed to its having been sampled from a dictionary rather
than from continuous texts. A general conclusion which emerges from these correlation
studies is that in English the relative frequency of occurrence of phonemes is primarily a
function of the structure of the English language itself, and its relation to form (either
spoken or written) or to style is very slight.

In addition to the frequency studies of single phonemes, there have been several studies
which deal specifically with consonant clusters and also with the general topic of potential
phoneme sequences in English. These include Carroll (1952), Denes (1963), Hultz6n,
Allen and Miron (1964) and Shoup (1964).

DESCRIPTION OF THE DATA

The frequency counts presented in this paper were obtained from a data base of 26
tape-recorded interviews. The data were collected in the following manner:

1. 16 interviews were conducted in a recording room at the Speech Communications
Research Laboratory using an Ampex 350 tape recorder with a Turner 2302
microphone.

2. Eight interviews were conducted in the subjects’ homes using a Sony Tapecorder,
TC-110.

3. Two interviews were conducted under near ideal recording conditions using a
sound-treated room at the University of Michigan.

Thus, the acoustic quality of the recordings varies considerably but not to a degree that
would greatly affect orthographic or quasi-phonemic transcriptions of the content.

The principal speaker on each tape is the person being interviewed, and only his or her
utterances have been transcribed and analysed for phonemic content. The set of utter-
ances obtained from one interviewee is called a discourse. Although a standard question-
naire was used to elicit responses, the interviewer put the subject at ease, interrupted as
little as possible, and allowed the subject to talk at length. Topics covered in the question-
naire included games played in childhood, hobbies, favourite pastimes, and films. To
further ensure a data base of casual speech, the transcription of each tape was begun after
the initial, possibly self-conscious, portion of the interview. There is an average of ten
minutes of transcribed data for each speaker. Of the 26 speakers represented in the data,
16 are male and 10 are female. Their geographical backgrounds vary, but none uses a
readily identifiable regional dialect. The subjects’ ages range from 15 to over 65, although
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TABLE 1

ARPAbet symbols, the quasi-phonemic notation system
’ 

used to transcribe the data.

most (13 males and 7 females) are between 21 and 35 years old. The total transcribed
data base consists of 103,887 phoneme tokens, with the average number of phonemes per
discourse being 3,996.

The basic notation system used for the transcription of the data is a quasi-phonemic
alphabet. The selection of phoneme-like units was made by the Data Base Committee of
the Speech Understanding Research Project of the Advanced Research Projects Agency
(ARPA) for all participants in the Project. The symbol set was then called the ARPAbet
and has been used during the past five years not only by members of that group but by
other speech science researchers in the field. The ARPAbet system (shown in Table 1)
uses most of the symbols found in the more traditional phonemic inventories, and
includes the symbols for the vowel sounds /A/ and / ~ /, glottal stop /7/, flap Ifl, and the
syllabics /1, m, ~/. These quasi-phonemic units are especially useful for the transcription
of the realized forms of informal speech.
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TABLE 2

Phoneme alternates. This extension of the basic notation

system is an aid for a more accurate .

phonological representation of casual speech.

In addition to the basic ARPAbet notation, a set of phoneme alternates was devised
(Table 2). This was felt to be a logical and essential extension of the notation system
because of the nature of the data (i.e., informal speech). The alternates were used primarily
to handle sounds that fell between two phonemes, and therefore could have been classified
as either phoneme. Alternates were also used when transcribers could not agree that a
given sound should be represented by a certain symbol, again suggesting the possibility
of classifying the sound as either phoneme. In all cases where alternates were used in

transcriptions, they represent a single phonological occurrence. Thus the total phoneme
count of the data is not changed by their use. The combination of ARPAbet and alter-
nates, while certainly not a phonetic system, has proven to be very useful for transcription
on a &dquo;realized phonemic&dquo; level. It captures, far more accurately than a standard phonemic
system could, many of the phonological details that differentiate informal speech from
careful, or citation, forms.

Transcription conventions include the following:
1. All utterances of the main speaker are transcribed, including hesitation sounds,

false starts, partial words and gross mispronunciations.
2. Stress is not marked.
3. Pauses or silences are indicated by three dots (i.e., ... ).
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4. Phonological mergers, defined as one or more phonemes shared by two words,
are written as a unit (e.g., got/to/ g a f a /).

5. Totally unintelligible utterances are enclosed by ?_??; This is rare. 
’

6. Transcriptions are checked by at least two other transcribers, making a total of
three passes. A consensus is obtained for any disputed sound.

7. Discourses, when fully transcribed both orthographically and phonologically, are
coded and typed into a computer for processing and sorting on lexical and phono-
logical levels.

ANALYSIS

The fundamental tasks were to calculate the frequency of occurrence of each phoneme
and to rank the phonemes accordingly. An additional task was to calculate the radius (K)
of the confidence interval for each phoneme at the 95% level of confidence, using the
formula K = 2(pq/n)’/’ where p = % of occurrence, q = 100-p, and n = 103,887 (the total
number of phoneme occurrences in the data base). The factor 2 corresponds to the
selection of a 95% level for the confidence interval. Seventy-two symbols were used to
represent all the phoneme occurrences which make up the complete data base.

As shown in Table 3, the top ten phonemes listed in order of frequency are /a, n, t, i,
s, r, i 1, d, E I. It is interesting that these account for nearly half of all phoneme occurrences
in the data (49,126 occurrences or 47.3%). In the case of the majority of the high ranking
phonemes, and even among most phonemes in general, the occurrences are spread
throughout many different words and there is no close relationship with just a few
particular words. However, the high frequency of a few specific phonemes is due in part 

’

to their occurrence in very frequently occurring words:

1. /a/ - 54% of its occurrences are in realizations of six of the ten most frequent
lexical items, the, uh, a, to, of and was.

2. /~/ - 50% of its occurrences are in pronunciations of only two words, the and
that both of which are among the top ten lexical items.

3 . lo}l - 40% of its occurrences are in pronunciations of the pronoun I, which is the
third most frequent word.

In order to see how or if phoneme frequency might be related to age, sex, level of
education, or early place of residence (before age fifteen) of the informant, a rank-order
study was made in which the data were subdivided into these categories. Each subdivision
comprised at least 5,900 phonemes. There was found to be a high degree of correlation
among the rank orders in each category, which suggests that -at the phonological level
spoken English is not greatly affected by the informant classifications mentioned. These
results support general conclusions of previous authors regarding the relationship of the
frequency of occurrence of phonemes and the structure of English (Wang and Crawford,
1960; Hultzin, Allen and Miron, 1964). Gerber and Vertin (1969, p. 140) noted that
&dquo;... variations among dialect and form [among several studies of English] were found to
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TABLE 3

Frequency of occurrence of phonemes in casual conversational English.
Relative frequency is shown in percent.

Confidence intervals (K) are given at the 95% level of confidence.

NOTE: Confidence intervals were calculated using the formula K = 2(pq/n)I/2
where p = % of occurrence, q = 100-p, and n = 103,887.
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have little effect upon phonemic correspondences&dquo; and they concluded that &dquo;... the
statistical constraints upon a given language are so severe that variations in time, place and
form are of little consequence&dquo; even to the point that &dquo;... the correlations between the

spoken forms of the language, regardless of dialect ... [are] higher than the correlations
between spoken and written forms of the same dialect.&dquo;

The phonemes fall naturally into four subgroups. The number of occurrences within
each subgroup and the percentages of the total data are as follows:

The individual members of subgroups three and four are not included in subgroups one
and two. Detailed information about the proportionate makeup of each subgroup is

shown in Appendix A. Included is the percent of occurrence of each phoneme in each of
the three positions within a word (word-initial [W1) , word-medial [WM] and word-

final [WFJ ) and the percent of occurrence of each phoneme as a single item (e.g., words
such as /, uh, or false starts, etc.). It can be noted that almost one-third of the vowel

occurrences are either /a/ or /i/ and that one-half are one of four vowels /a, i, i, E/.
Seven consonants (n, t, s, r, 1, d,o/ account for over half of all consonant occurrences. lf
all the vowel and consonant alternates are taken together as a subgroup, they comprise
5,187 occurrences, 4.8% of the total data. They occur only in the lower half of the rank
order list.

A look at Appendix A reveals some unexpected occurrences in the word-initial column:
nine instances of word-initial /z/ and one instance of initial /r~/. One of the instances of
initial /z/ occurred in the loanword, genre, but the rest appear to be the result of assimi-
lation to the final phoneme of the preceding word, which in all cases was either /z/ or
/s/. Examples are suppose you’d, realized as /sopoz zud/, and friends is, realized as

/frEnz ziz/. Initial /ij/ occurred in an irregular pronunciation of the word oh (/no/).
Many of the isolated or single occurrences of phonemes are due to stutters and false

starts of words. However, the large number of single occurrences of /a/ (1,606 occur-
rences) is accounted for by the very frequent use of the pause sound uh (the fourth
highest ranking lexical item) and of the indefinite article a (the fifth highest ranking
lexical item). The 1,224 single occurrences of /qi/ are almost completely accounted for
by the pronoun I, the third highest ranking lexical item.

The distribution of phonemes in various articulatory categories is shown in Appendix
B. Table B-1 shows the consonants classified according to voicing, manner of articulation,
and place of articulation. Table B-2 classifies the vowels according to articulation.

’ 

Tables B-3 and B-4 show the distributions of retrotlex vowels and syllabics.
When the phonemes are categorized in this way, the following information concerning
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articulatory distribution is made apparent.
1. Almost two-thirds of the consonants (64.73%) in the data are voiced.
2. Nearly one-third of the consonants (29.21%) are plosives. The next two most
common ’manners of articulation are sonorants (19.42%) and nasals (18.46%).
This is an interesting distribution when one considers that three of the six plosives,
/t, d, k/, are among the top ten ranking consonant phonemes, three of the four
sonorants, /r, 1, w/, are also ranked in the first ten consonant phonemes, and two
of the three nasals, /n, m/, are also among the ten highest. Indeed, /n/ is the

highest ranked consonant and second only to /a/ in overall frequency.
3. The vast majority of consonants are articulated at the front area of the mouth.

Dental and alveolar sounds (60.93%) and labial and labiodental sounds (21.58%)
comprise over four-fifths of the consonant occurrences.

4. As with the consonants, the majority of vowels are articulated near the front of
the mouth. Combining front and central vowels, it can be seen that this category
accounts for nearly three-fourths, 72.40%, of the vowels in the data.

5. The most frequently occurring vowels are also articulated in the high and mid-
sections of the mouth. Again, nearly three-fourths, 71.25%, of the vowels in the
data are high (36.39%), high-mid (2.91%), or mid (31.95%).

COMPARISON WITH OTHER STUDIES

Because the earlier studies cited above indicated that phoneme frequency in English
is primarily a function of the structure of English, it could be predicted that the phoneme
frequency counts reported here would correlate highly with counts from any of the
previous phoneme studies based on English data. (It has been pointed out, however, that
this generalization could not have been readily drawn from the previous statistical analyses
of &dquo;informal&dquo; speech.) It was especially felt that a comparison with the data of Carterette
and Jones (1974) for adult speakers might show a particularly close correlation since
there are many similarities in data collection procedures between the two studies. It

should be mentioned that we are not comparing the results of this study with the Car-
terette and Jones data for the younger age groups, for we only used adults.
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Tables 4a and 4b give frequency-of-occurrence information for the top 15 vowels and
top 20 consonants from the present data and for the top 14 vowels and top 20 consonants
from the data of Carterette and Jones. Ninety-five percent confidence intervals are pro-
vided for the phonemes of both data sets and also four the percentage differences. Percentage
differences which are statistically significant are indicated with asterisks. When the two
sets of data are compared in this way, a high degree of correlation in phoneme rank order
and relative frequency of occurrence can be seen. However, looking at the last column
in the table, it will be noticed that most of the differences in percent are statistically
significant at the 95% level of confidence. In order for the percentages not to be signifi-
cantly different at this level the two sets of data would have to match much more closely
than they do. Assuming it is true that in English the relative frequency of occurrence
of phonemes is primarily a statistical feature of the language, the differences in phoneme
percentages between two sets of data would still be expected to be significant at the 95%
level of confidence unless the same notation system and conventions of transcriptions
were used, and this was not the case for the two studies being compared. Other factors,
such as mode of speech and topics of conversation would also be likely to affect the

statistics to some degree.
In Table 4a (Vowels), it should be noted that Carterette and Jones used only 14 vowel

symbols, all of which are shown, and the present study used 32 (including alternates),
of which 15 are shown. For the data reported here the vowel alternate / t - i / (the
fifteenth highest ranking vowel) was included in the figure because it was so close to the
fourteenth ranking vowel.

Five consonants / n, s, I, d, z / and six vowels ( a, i, i, ae, o, u / rank in corresponding
positions between the two studies. Eight phonemes rank in adjacent positions / F’ v, e,
a, k, m, h, ig and, except for /u, p, y, f, f /, the remaining phonemes differ in only two
rank positions.

In some instances differences in rank position become less meaningful when one looks
at the percent figures. For example, /w/, which ranks ten in the present study and eight
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in the Carterette and Jones consonant lists, has a 2.77% of occurrence in the data reported
here and only a slightly greater percent of occurrence (2.87%) in the Carterette and Jones
data. Similar examples are /b, r~, E , a u/.

Some variation in rank position and percentage is obviously due to differences in the
transcription systems used. Carterette and Jones did not use /r /, / + /, or any symbols for
the syllabics, retroflex vowels, or alternates transcribed in the present study. One example
of the effect of this is the difference in the percent figures for /a/. That the percent of
occurrence of /a/ on our vowel list is only 7.30 compared to a percent of 12.99 on the
Carterette and Jones list seems attributable to the fact that in our transcriptions there
were 23 symbols for reduced vowel sounds, most of which would probably be transcribed
/a/ by Carterette and Jones. These 23 reduced vowel symbols, as an aggregate, account
for 14.27% of our data.

The smaller percent of occurrence figures for the phonemes /n, r, 1, d/ in the present
data as compared with the Carterette and Jones data are probably due to our having
additional symbols for syllabics, retroflex vowels, flap, and alternates. For example, we
have available seven possible symbols for retroflex sounds, /r, a., 3&dquo;, &eth;v - 3&dquo;, &eth;v - ur,

3&dquo; - Jr, 3&dquo; - Ar/ while Carterette and Jones use only /r/. Pooling the retroflex symbols
gives 6.08%, which compares much more closely to Carterette and Jones’ 5.76% than our
/r/ alone does (3.87%).

The higher frequencies of /w/ and /h/ in the Carterette and Jones data might be ex-
plained to some degree by the fact that Carterette and Jones used a combination of these
two symbols for the sound which would be transcribed /m/ in our data.

Some differences in rank position and percent of occurrence were possibly caused by
differences in topics and modes of speech (resulting in different vocabularies and word
frequencies). For example, the fact that the data transcribed by Carterette and Jones
were taken from three-way conversations placed the word you much higher on their word
frequency list than on ours. This significantly affected the number of occurrences of the
phonemes /y/ and /u/.

FINAL REMARKS

Using a data base comprised of 103,887 phoneme occurrences taken from casual
conversations in English, the frequency of occurrence of each phoneme was calculated
and the phonemes were ranked accordingly. The rank listing and frequency counts were
analysed and compared with the data of Carterette and Jones (1974). The analysis and
comparison show:

1. The top ten phonemes /a, n, t, i, s, r, i, 1, d, E account for nearly half of all
phoneme occurrences.

2. The high frequency of occurrence of some phonemes is due in part to the fact
that they occur in one or more very frequently occurring words, such as /a/ in
a, uh and the.

3. Frequency of occurrence of phonemes was found to be related only slightly to
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the age. sex, level of education or early place of residence of the informant.

4. Vowels and vowel alternates account for 38.1% of the total data, consonants
and consonant alternates account for 58.5%, retroflex vowels and retroflex vowel
alternates, 2.2%, and syllabics and syllabic alternates, 1.2%.

5. When our phoneme frequency data were compared with the Carterette and Jones
data, a very high degree of correlation was found. This is due to similar procedures
in data collection and, more importantly, it seems to show that the two studies
are representative of spoken English. This would support the findings of Wang and
Crawford (1960), Hultzen, Allen and Miron (1964), Gerber and Vertin (1969) and

. others, who concluded that frequency of occurrence of phonemes is primarily a
function of the language as opposed to a function of style. ,
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APPENDIX A

Phoneme Distribution by Subgroup and Word Position

The phonemes can be categorized into four subgroups: consonants and consonant
alternates, vowels and vowel alternates, retroflex vowels and retroflex vowel alternates,
and syllabics and syllabic alternates. In Tables A-1 through A-4 all the phonemes are
ranked within their respective subgroups and the proportionate makeup according to
frequency of occurrence of each subgroup is given. Also shown are the actual frequencies
of each phoneme in word-initial, word-medial, word-final and single positions.

TABLE A-1 I

Rank order and frequency of occurrence of consonants and consonant alternates
(58.50% of all phonemes) in word-initial (WI), word-medial (WM),

word-final (WF), and single (S) positions.
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TABLE A-2

Rank order and frequency of occurrence of vowels and vowel alternates
(38.1% of all phonemes) in word-initial (WI), word-medial (WM),

word-final (WF), and single (S) positions.
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TABLE A-3

Rank order and frequency of occurrence of retroflex vowels and retroflex vowel
alternates (2.2% of all phonemes) in word-initial (WI), word medial (WM),

word-final (WF), and single (S) positions.

TABLE A-4 

’ 

Rank order and frequency of occurrence of syllabics and syllabic alternates
(1.2% of all phonemes) in word-initial (WI), word-medial (WM),

word-final (WF), and single (S) positions.



239

APPENDIX B

Distributions of’Articulatory Categories

It is interesting to observe where the phoneme occurrences fall when the sounds are
divided into classes according to place and manner of articulation. Table B-1 gives data
on the consonants; Table B-2 on the vowels; Table B-3 on the retroflex vowels and
Tabel B-4 on the syllabics. In Table B-5 the totals from the previous sections are added

together to give the aggregate frequencies for the categories. It should be noticed that in

Table B-1, part c, the labial and labiodental phonemes are grouped together, as are the
dentals and alveolars. The velars, glottal stop, and /h/also share one category.

TABLE B -1 I

Distributions of consonants by (a) voicing, (b) manner of articulation,
and (c) place of articulation.
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TABLE B-2

Distributions of vowels by (a) horizontal, and (b) vertical
place of articulation.

TABLE B-3

Distributions of the retroflex vowels and their alternates.
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TABLE B-4

Distribution of syllabics and their alternates.

TABLE B-5

Distributions of the pooled categories:
vowel, consonant, retroflex vowel, and syllabic.


